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Abstract

Stock price movements in Indonesia are measured using indices, one of 

which is the Composite Stock Price Index (CSPI). CSPI is a stock index that 

measures a combination of all shares from various sectors listed on the Indonesia 

Stock Exchange.

The ensemble method is to build predictive models by combining the 

strengths of the classical classification method. In this research, the purpose of 

ensemble based on Boosting for Regression appeared to enhance simple tree 

analysis and deals with some of the weaknesses found in uncomplicated 

techniques. The ensemble tree combines the prediction values of many simple 

trees into a single prediction value. Based on the experiments that have been 

carried out, the ensemble method proved to have a better accuracy rate, which 

amounted to 82%.   The model has been assumed by the ensemble model that can 

get the relationship between variables to more precise than the previous model.
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1. Introduction

Stock is one of the most popular financial market instruments. Stock can 

be defined as a sign of capital participation of a person or party (business entity) 

in a company or limited liability company (“PT Bursa Efek Indonesia,” n.d.). 

Share price movements in Indonesia are measured using indices, one of which is 

the Composite Stock Price Index (CSPI). CSPI is a stock index that measures a 

combination of all shares from various sectors listed on the Indonesia Stock 

Exchange. Investors usually use parameters in the CSPI to read price 

developments and make a reference to the portfolio.

A stock market index is a measurement of the value of a part of the stock 

market. This is often used to describe market aggregate trends. A basic financial 

problem will predict this trend. Such stochastic values are very difficult to predict 

(Bruni, 2017) . The difficulty in predicting the return of shares purchased by 

investors means that an investor is still guessing about the returns that investors 

will obtain in the future. There are four approaches to predicting stock price 

movements: technical analysis (Sedighi, Mohammadi, Fard, & Sedighi, 2019), 

fundamental analysis (Miralles-Quirós, Miralles-Quirós, & Oliveira, 2017), 

traditional time series forecasting (Park, Lee, & Lee, 2019), and statistical or 

machine learning methods (Kim & Han, 2016).

Statistical learning refers to a set of tools for modeling and understanding 

complex data sets. Statistical learning is a newly developed area in statistics and 
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integrates with parallel developments in computer science and, in particular, 

machine learning (Gareth James, Daniela Witten, Trevor Hastie, 2013). 

 Predictive modeling using datasets is one of the tasks in statistical learning. An 

approach to predict the qualitative response is a process known as 

classification. Classification is the attribution of labels to notes according to 

criteria that are automatically learned from a series of labeled record training.

Some algorithms classification of classics that are widely used today 

(Trevor Hastie, Robert Tibshirani, 2017)  like, linear discriminant analysis, 

logistic regression (Gündüz, Çataltepe, & Yaslan, 2017)(Shah, Ismail, & Bin 

Shahrin, 2019) , K-nearest neighbors (Tanuwijaya & Hansun, 2019), and trees. In 

making predictions for the daily stock return market, an appropriate method is 

needed to produce an accurate model. Classification methods such as random 

forests (Jyothirmayee, Dilip Kumar, Someswara Rao, & Shiva Shankar, 2019), 

support vector machines (Selakov, Cvijetinović, Milović, Mellon, & Bekut, 

2014), boosting (Nayak, Pai, & Pai, 2016), bagging and stacking are methods that 

have emerged recently. These methods are also called ensemble methods, which 

are methods that can improve the accuracy of prediction models that are 

formed. The idea of ensemble learning is to build predictive models by combining 

the strengths of classical classification methods (Trevor Hastie, Robert Tibshirani, 

2017).

The finding of the study (Kaur & Kalra, 2019) showed that using an 

ensemble approach based on KNN and Naive Bayes can detect credit card fraud. 

The use of the Naïve Bayes method in credit card fraud detection is appropriate 
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because the values in each data class are independent. So that there is no 

dependency between one attribute with other attributes in each class. This is one 

of the requirements for using the Naïve Bayes method in classification. Because 

each attribute class must be independent, the ensemble approach with the 

combination of the Naïve Bayes method would be inappropriate if used in the 

daily stock market prediction. Because classes on the daily stock market data are 

not independent.

In the study this time the proposed methods of classification boosting for 

regression tree (ensemble) that used to predict daily stock market returns in the 

movement of the stock Jakarta Composite Index (JCI). 

2. Materials and Methods

Several studies have been conducted in the application 

of statistical learning in the stock market domain. The use of the bootstrap method 

is modified with Random Forest to predict the direction of the movement of stock 

index prices (Kim & Han, 2016). Training sets generated by a modified bootstrap 

m taking account of the impact of response variables simultaneously and applied 

in a random forest. The data used is the Korea composite stock price index with 

the variable close price, open price, high price, low price, trading volume, and 

training amount.

A hierarchical Deep Neural Network (DNN) is a method that can be used 

to predict stock market returns.   This study predicts stock market returns within 

the next five minutes (Lachiheb & Gouider, 2018). The data used are the main 
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index of the Tunisian stock market (TUNINDEX) with the variable TUNINDEX 

current value, Number of up direction stocks, Number of down direction stocks 

Number of unchanged stocks, Total stock values in Tunisian dinars. Other 

research that uses DNN is a big comprehensive data analysis process to predict 

the daily return direction of the S&P 500 SPDR ETF (ticker symbol: SPY) based 

on 60 financial and economic features (Zhong & Enke, 2019).

The approach of a cross-sectional statistical estimation model for selecting 

stocks on the Chinese stock market allows investors to identify stocks that are 

likely to perform well and to build a suitable portfolio (Wu, Chen, Xu, He, & 

Tindall, 2019). The data used is sourced from the Shanghai Composite Index.

Predicting stock market prices using Fuzzy Metagraph (FM) based on 

stock market decision making, classification, and prediction are proposed for 

short-term investors from the Indian stock market (Anbalagan & Maheswari, 

2015). Simple Moving Average (SMA), Exponential Moving Average (EMA), 

Moving Average Convergence Divergence (MACD), and Relative Strength Index 

(RSI) are some Technical Indicators that are used as input to train an integrated 

system with Fuzzy Meta graph. The data used in the Indian stock market data, 

namely the Bombay Stock Exchange (BSE).

Artificial Neural Network (ANN) is a method in machine learning that can 

be used for prediction and classification. Implementation of ANN back-

propagation is used to predict the closing price of the S & P 500 stock 

exchange [19]. Historical data consists of five variables that are open, high, low, 

close, and volume.  
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The Adaptive Neuro-Fuzzy Inference System (ANFIS) method is used to 

determine the Jakarta Composite Index (JCI) value movement. This study 

provides two outputs, namely prediction results and classification results based on 

several relative error values. The classification method used is Fuzzy Kernel C-

Means (Fanita & Rustam, 2018).

This research is done to classify and predict the daily return of the stock 

market in Indonesia. The undertaken method  in this research can be seen in 

Figure 1. 

Step 1 : collect CSPI data from the Indonesia Composite Index through the 

Yahoo Finance web.               

Step 2: calculate the market stock daily return value from the data collected in 

step 1 with the formula :

         (1)

Step 3: Data Preprocessing will be done where missing values and excessive data 

from the dataset will be handled.             

Step 4: The training dataset must be large compared to the test 

set. The training dataset is taken from 2015 to 2018 data, while the test 

dataset is 2019 data.             

Step 5: Applying the ensemble method, namely, 2) Boosting Regression Tree 

(BoosRT). Steps for the ensemble method:             

Step 6: The results of the ensemble model are used to analyze performance in 

terms of accuracy, memory, accuracy, and specificity.
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Boosted Regression Tree (BoosRT) models are a combination of two 

techniques: decision tree algorithms and boosting methods (Shin, 2015). In these 

algorithms, the BoosRT approximates the function (𝑥) as an preservative growth 

of the base learner  :

       (2)

Single learning cannot predict enough using training data, so we must use 

the lowest residuals to improve predictive performance. BoosRT uses an iterative 

algorithm, soevery iteration 𝑚, must have a new regression tree.  To predicts a 

separate constant value in each one :

       (3)

where 𝑦𝑙𝑚 = mean 𝑥𝑖 ∈𝑅𝑙𝑚 (𝑦𝑖𝑚) is the mean of pseudo-residuals the 𝑚th 

iteration :

       (4)

BoosRT algorithm for the generalized boosting of regression trees :

a) Initialize (𝑥), 𝐹0(𝑥) = arg minΥ ∑𝑁𝑖−1 Ψ(𝑦𝑖, 𝛾).

b) For 𝑚=1 to 𝑀 do

c) From the full training dataset, select a subset randomly,

      (7)

d) Fit the base learner

     (8)

e) update model for the current iteration,
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    (9)

f) Choose a gradient descent step size as

   (10)

g) Update the estimate of (𝑥) as

   (11)

3. Results and Discussion

The daily return stock market classification using the ensemble method is 

implemented using R. Some of the libraries contained in R are tools for statistical 

analysis and can also be used to create models with classification 

techniques (Gareth James, Daniela Witten, Trevor Hastie, 2013),(Rosadi, 2017). 

The dataset used in this study is JCI, PT Bank Negara Indonesia (Persero) Tbk, 

PT Perusahaan Perkebunan London Sumatra Indonesia Tbk, PT Unilever 

Indonesia Tbk, PT Astra International Tbk, PT Bank Mandiri (Persero) Tbk, PT 

Hanjaya Mandala Sampoerna Tbk. The daily data collected from 

the Jakarta Composite Index via the Yahoo Finance website.  IHSG data were 

collected from December 25, 2014, to December 25, 2019.  A data frame with 

1193 observations s on the following nine variables, such as 

Year: The year that the data was recorded

X1: return value at t-1

X2: return value at t-2

X3: return value at t-3
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X4: return value at t-4

X5: return value at t-5

Volume: Volume of shares traded (number of daily shares traded in 

billions)

Today: return value at today (t)

Direction: the label Down and Up, which indicates the market had a 

positive or negative return on a given day.

The observation data taken on Yahoo Finance consists of 7 (seven) 

variables that are, date, Open, High, Low, Close, Adj Close, and Volume. In 

preprocessing data, we will process the values in the observation data into a return 

value. The return value is calculated by using the close price value in the observed 

data. For example, data observation can be shown in table.1 below. The results of 

return value based on observation data table.1 
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The return value of today becomes the label Direction, wich indicating the 

market had a positive (Up) or negative (Down) return on a given day. The 

distribution of JKSE return value for 2015-2019 can be seen in figure.2

We compared the performance of the BoosRT method with the Logistic 

Regression, Linear Discriminant Analysis (LDA), Quadratic Discriminant 

Analysis (QDA), k-Nearest Neighbors( kNN), and Naive Bayes methods.

The performance of the proposed method is validated by comparing it 

based on accuracy, recall, precision, and specificity. The analysis is done by 

taking different proportions of tests and training. In conducting training, data from 

2015 to 2018 were used, namely as many as 951 data. Data testing used data in 

2019, as many as 242 data.

Table 1 shows the results of the accuracy, recall, precision, and specificity 

of the classification method, where the BoosRT methods as ensemble 

methods. While the other method is the classical method.

In the first experiment, it appears that the logistic regression method has 

an accuracy of 54.32% or has 100-54, 3 2 = 47.8% training error rate. By 

removing variables that are not very influential in the formation of logistic 

regression models, an effective model is obtained. The accuracy level of 54.32% 

is the highest level of accuracy obtained by using very influential variables in the 

direction prediction.
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The use of the Linear Discriminant Analysis (LDA) method does not 

differ greatly in its accuracy with the Logistic Regression method. The LDA 

method only has an accuracy rate of 54.48%.  Likewise, with the QDA method, 

which only has an accuracy rate of 1% better than the logistic regression and LDA 

methods.

For kNN method, models that created are used in the data testing level 

accuracy achieved were 65 % with k = 2. This model better than LDA and QDA.

Training data using the Naïve Bayes method turns out to have a better 

level of accuracy when applied to test data, compared to the previous method. The 

accuracy of this method is 77 % or  12 %  better for training error.

Moreover, when using the ensemble method, namely BoosRT it has a 

perfect accuracy rate of 82 %. This is more impressive for stock market data, 

which is known to be very difficult to model accurately. This shows that the 

model assumed by BoosRT can capture the relationship between variables more 

accurately than the previously used method.

 Figure 2 shows the level of accuracy, recall, precision, and specificity of 

each method used in the JCI daily data between 2015 and 2019.  

This ensemble method is also tested on other data sets, which are 

a) PT Kimia Farma (Persero) Tbk, produces and sells medicines and their

derivative products.

b) PT Bank Negara Indonesia (Persero) Tbk, provides various banking products

and services in Indonesia,
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c) PT Perusahaan Perkebunan London Sumatra Indonesia Tbk is the plantation 

business in Indonesia. 

d) PT Unilever Indonesia Tbk, is engaged in manufacturing, marketing, and 

distribution of consumer goods 

e) PT Astra International Tbk, together with its subsidiaries, engages in the 

automotive, financial services in Indonesia.

f) PT Indofarma (Persero) Tbk,  manufactures and markets generic, over the 

counter, and branded generic drugs in Indonesia. 

g) PT Hanjaya Mandala Sampoerna Tbk,  manufactures and trades in cigarettes 

in Indonesia.

h) PT Telekomunikasi Indonesia Tbk provides telecommunications, information, 

and media and edutainment services worldwide.

We used of the stock market in these companies, because the shares that 

exist in these companies greatly affect changes in shares in JCI. This data set is 

taken for a model that has been formed.. Table 3 shows the results of the 

accuracy, recall, precision, and specificity of the classification method BoosRT. 

The results of the classification using ensemble models that have been 

obtained on 8 (eight) data sets show an accuracy level of 76% to 82%. The 

average level of accuracy of the data set tested using the BoosRT model is 80.4%. 

The average recall from the model is 79.2%, which means that the success rate of 

the model in finding back a piece of information has better performance. While 

the average precision model is 77.6%, which means that the level of prediction 

matches the data with the predictions given by the model also has good 
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performance. From the measurement of accuracy, recall, and precision, the 

BoosRT model used has a better average than the logistic Regression, LDA, 

QDA, kNN, or Naïve Bayes methods. This shows that the ensemble model using 

the BossRT model is stable enough to be used in different data sets. The accuracy 

of the BoosRT model in the test data set can be seen in figure.4.

4. Conclusions

Based on the experimental results, it can be seen that the logistic 

regression method, LDA and QDA only have an accuracy level of 54% to 55%. 

For the kNN and Naïve Bayes methods, each has an accuracy level of 65% and 77 

%. The kNN and Naïve Bayes methods are relatively better than the previous 

three methods.

The ensemble method turns out to have a perfect level of accuracy based 

on the experiments that have been done, which is 82%.  This is more impressive 

for stock market data, which is known to be very difficult to model accurately. 

This shows that the model assumed by BoosRT can capture the relationship 

between variables more accurately than the method used before.

The classification using ensemble models that have been obtained on the 

other data set.  The model has shown an accuracy level of 76% to 82%. The 

average level of accuracy of the data set tested using the BoosRT model is 80.4%. 

The average recall from the model is 79.2%, which means that the success rate of 

the model in finding back a piece of information has better performance. While 

the average precision model is 77.6%, which means that the level of prediction 
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matches the data with the predictions given by the model also has good 

performance. This shows that the ensemble model using the BossRT model is 

stable enough to be used in different data sets. 
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Table 1. Data Observation

Date Open High Low Close

Sep 05, 2019 6,294.28 6,307.35 6,281.95 6,306.80

Sep 06, 2019 6,329.41 6,336.91 6,305.02 6,308.95

Sep 09, 2019 6,328.28 6,333.90 6,306.74 6,326.21

Sep 10, 2019 6,331.73 6,342.01 6,311.34 6,336.67

Sep 11, 2019 6,334.59 6,381.95 6,328.69 6,381.95

Sep 12, 2019 6,399.00 6,414.48 6,337.52 6,342.17

Sep 13, 2019 6,369.42 6,375.80 6,318.92 6,334.84

Sep 16, 2019 6,262.29 6,266.14 6,193.51 6,219.44

Sep 17, 2019 6,215.24 6,240.35 6,205.30 6,236.69

Table 2. Evaluation of Classification Methods

Metode Accuracy Recall Precision

Logistic Regression 0.54 0.14 0.61

Linear Discriminant Analysis (LDA) 0.54 0.16 0.52

Quadratic Discriminant Analysis (QDA) 0.55 0.52 0.51

kNN 0.65 0.63 0.62

Naïve Bayes 0.77 0.76 0.77

BoosRT 0.82 0.83 0.71
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Table 3. Ensemble Classification With the other Data Set

Data Set Accuracy Recall Precision 

PT Kimia Farma (Persero) Tbk 0,76 0,77 0,73

PT Bank Negara Indonesia 

(Persero) Tbk

0,81 0,97 0,73

PT Perusahaan Perkebunan 

London Sumatra Indonesia Tbk

0,79 0,81 0,70

PT Unilever Indonesia Tbk 0,82 0.83 0,81

PT Astra International Tbk 0,82 0,59 0,96

PT Indofarma (Persero) Tbk 0,8 0,71 0,82

PT Hanjaya Mandala Sampoerna 

Tbk

0,82 0,84 0,71

PT Telkom 0,78 0,74 0,76
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check line 23 in page 4, rephrase the aim of the study.
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Jakarta Composite Index (JCI). We also use the most regulated daily share price, such as PT 
Bank Negara Indonesia (Persero) Tbk, PT Perusahaan Perkebunan London Sumatra 
Indonesia Tbk, PT Unilever Indonesia Tbk, PT Astra International Tbk, PT Bank Mandiri 
(Persero) Tbk, and PT Hanjaya Mandala Sampoerna Tbk. To predict the daily stock market, 
we use the Boosted Regression Tree (Boost RT) method. Besides, we also made comparisons 
with other classical methods such as LDA, Logistic regression, KNN, and Naïve Bayes.

check line 55 [19]
answer : I already delete

check step 5 in page 6
answer : I corected in writing

check line 35 page 12.
Your results are not compared with other studies
answer : I already compared the result with other studies which use ensemble method. I 
explain that in sub. secssion Discussion.
In this study, we use the return value in the past five days as a feature. This feature 
considers that the stock price may be affected by stock movements from a few preceding 
days. This feature makes it easy for a new investor to predict the value of shares. Our 
research's use of features is different from research conducted by (Jyothirmayee et al., 
2019) using the random forest method; they use the data feature taken from Yahoo 
Finance. It will be a weakness of the model because the prediction will only consider the 
stock's movement on the previous day to lower the accuracy value.
Besides, a study by (Nayak et al., 2016) shows that the use of features and stock value also 
should considers the sentiment analysis of the company. It will not be easy for a new 
investor in deciding to buy shares if he has ti know the company's sentiment analysis.

the paper should be well formated
answer : I alredy done with proofread.

any policy implication?
answer : yes, i add the policy implication in conclusion
The policy implications in this study can use from two sides, investors and companies. For 
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relate to the rate of return they expect in investing. For companies, this prediction will be 
considered for the company to determine policies related to the company's stock price.
any limitation?

check for gramatical errors.
answer : yes, i already done

more mathematical expressions of all the methods used.
answer : ya, I already add mathematical expressions in methodology for evaluate the model.

----- Reviewer: 2----

I share the following few observations, which should be improved before the paper is 
accepted.
1. In introduction section, the study should mention what has already discovered. What is
the research gap, and how this paper covers that gap?
answer : yes, I already add in introduction the gap and how this papers covers the gap, like i
write below:
However, using a relatively small amount of data in stock market data, models built with
Linear Discriminant Analysis, Logistic Regression, K-Nearest Neighbors, Naive Bayes, and
Tress will easily over-fit. Their variance also tends to increase. Thus it has an impact on the
low accuracy achieved.
In making predictions for the daily stock return market, an appropriate method is needed to
produce an accurate model. Classification using the Random Forests method in the study of
(Jyothirmayee et al., 2019) and the boosting process in the research of (Nayak, Pai, & Pai,
2016) have provided a slightly better level of accuracy compared to previous classical
methods. These methods are also called ensemble methods. They can improve the accuracy
of prediction models formed. However, in their research, they used analytical sentiment
variables that would be difficult for new investors.

2. Introduction section should include contribution of paper.
answer : yes, i already write the contribution of paper in introduction,
The contributions of our study is the use of simple features, only by calculating the stock
closing price's return value from the five previous days. The classification method that we
use is the Boosted Regression Tree (BoostRT) method, which is an ensemble method that
combines the Boosting method and the Decision Tree method. This method is rarely used
for predicting stock prices in Indonesia. We use accuracy techniques in evaluating the
classification model.

3. The authors should try to reduce the typos and grammar errors in the paper.
answer : yes, I alredy done it, with proof read
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4. The methodology section is explained well, but the author has to provide equations in
proper way.
answer : yes, I alredy done this part. with add the formula to evaluate model in
methodology

5. In my view, discussion should be a sub-section (3.1) and need more details about it.
answer : yes, I make sub-section : 3.1 Result and 3.2 as Discussion

6. The conclusion section is a summary of results, instead of policy implications. I
recommend that the author have to write the specific (not general) implications of this
study.
answer : yes, i already add this in conclussion, like I write below :
According to the experiments, the ensemble method has a high accuracy (82%). It is
significant for stock market data, which is known to be difficult to model accurately. It
shows that the model assumed by BoosRT can capture the relationship between variables
more accurately than the method used before. The classification using ensemble models
have been obtained on the other data set. The model has shown an accuracy level of 76% to
82%. It shows that the ensemble model using the BossRT model is stable to be used and
generalized in different data sets.
The policy implications in this study can use from two sides, investors and companies. For
investors, predictions of the stock price can determine their investment strategy. It will
relate to the rate of return they expect in investing. For companies, this prediction will be
considered for the company to determine policies related to the company's stock price.
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Original Article

Ensemble Classification Method for Daily Return Stock Market 

Meilany Nonsi Tentua1, Dedi Rosadi2

1Department of Informatics, Sains and Technology Fakulty, Universitas PGRI 

Yogyakarta, Yogyakarta, 55182, Indonesia

2Universitas Gagjah Mada, Yogyakarta, Indonesia, Sekip Utara Bulaksumur, 
Yogyakarta, 55281, Indonesia

* Corresponding author, Email address: meilany@upy.ac.id

Abstract

Stock price movements in Indonesia are measured using indices, one of 

which is the Composite Stock Price Index (CSPI). CSPI is a stock index that 

measures a combination of all shares from various sectors listed on the Indonesia 

Stock Exchange.

The ensemble method is to build predictive models by combining the 

strengths of the classical classification method. In this research, the purpose of 

ensemble based on Boosting for Regression appeared to enhance simple tree 

analysis and deals with some of the weaknesses found in uncomplicated 

techniques. The ensemble tree combines the prediction values of many simple 

trees into a single prediction value. Based on the experiments that have been 

carried out, the ensemble method proved to have a better accuracy rate, which 

amounted to 82%.   The model has been assumed by the ensemble model that can 

get the relationship between variables to more precise than the previous model.

Keywords: Ensemble Method, Stock Market Returns, Classification.
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1. Introduction 

Stock is one of the most popular financial market instruments. Stock can 

be interpreted as a sign of capital participation of a person or party (business 

entity) in a company or limited liability company (“PT Bursa Efek Indonesia,” 

n.d.). Share price movements in Indonesia are measured using indices, one of 

which is the Composite Stock Price Index (CSPI). CSPI is a stock index that 

measures a combination of all shares from various sectors listed on the Indonesia 

Stock Exchange. Investors usually use parameters in the CSPI to read price 

developments and make a reference to the portfolio.

A stock market index is a measurement of the value of a part of the stock 

market. It is often used to describe market aggregate trends that will be predicted 

by a basic financial issue. Such stochastic value-share is very difficult to predict 

(Bruni, 2017). The difficulty in predicting the return of shares purchased by 

investors means that an investor is still guessing about the returns that investors 

will obtain in the future. There are four approaches used in predicting stock price 

movements such as technical analysis (Sedighi, Mohammadi, Fard, & Sedighi, 

2019), fundamental analysis (Miralles-Quirós, Miralles-Quirós, & Oliveira, 2017), 

traditional time series forecasting (Park, Lee, & Lee, 2019), and statistical or 

machine learning methods (Kim & Han, 2016).

Statistical learning refers to a set of tools for modeling and understanding 

complex data sets. Statistical learning is a newly developed area in statistics and 

integrates with parallel developments in computer science and, in particular, 

machine learning (Gareth James, Daniela Witten, Trevor Hastie, 2013). 
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 Predictive modeling using data-sets is one of the tasks in statistical learning. An 

approach to predict the qualitative response is a process known as 

classification. Classification is the attribution of labels to notes according to 

criteria that are automatically learned from a series of labeled record training.

Some algorithms classification of classics is widely used today (Trevor 

Hastie, Robert Tibshirani, 2017) such as Linear Discriminant Analysis, 

Logistic Regression (Gündüz, Çataltepe, & Yaslan, 2017) (Shah, Ismail, & Bin 

Shahrin, 2019), K-Nearest Neighbors (Tanuwijaya & Hansun, 2019), Naïve Bayes 

(Marianto & Maruddani, 2020), Support Vector Machines (Selakov, Cvijetinović, 

Milović, Mellon, & Bekut, 2014), and Trees (Sitorus & Tarihoran, 2018). 

However, using a relatively small amount of data in stock market data, models 

built with Linear Discriminant Analysis, Logistic Regression, K-Nearest 

Neighbors, Naive Bayes, and Tress will easily over-fit. Their variance also tends 

to increase. Thus it has an impact on the low accuracy achieved.

In making predictions for the daily stock return market, an appropriate 

method is needed to produce an accurate model. Classification using the Random 

Forests method in the study of (Jyothirmayee et al., 2019) and the boosting 

process in the research of (Nayak, Pai, & Pai, 2016) have provided a slightly 

better level of accuracy compared to previous classical methods. These methods 

are also called ensemble methods. They can improve the accuracy of prediction 

models formed. However, in their research, they used analytical sentiment 

variables that would be difficult for new investors. The idea ofensemble learning 
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is to build predictive models by combining the strengths of classical classification 

methods (Trevor Hastie, Robert Tibshirani, 2017). 

In this study, we aim to predict daily stock market returns in the movement 

of the stock Jakarta Composite Index (JCI). We also use the most regulated daily 

share price, such as PT Bank Negara Indonesia (Persero) Tbk, PT Perusahaan 

Perkebunan London Sumatra Indonesia Tbk, PT Unilever Indonesia Tbk, PT 

Astra International Tbk, PT Bank Mandiri (Persero) Tbk, and PT Hanjaya 

Mandala Sampoerna Tbk. To predict the daily stock market, we use the Boosted 

Regression Tree (Boost RT) method. Besides, we also made comparisons with 

other classical methods such as LDA, Logistic regression, KNN, and Naïve 

Bayes.

The contributions of our study is the use of simple features, only by 

calculating the stock closing price's return value from the five previous days. The 

classification method that we use is the Boosted Regression Tree (BoostRT) 

method, which is an ensemble method that combines the Boosting method and the 

Decision Tree method. This method is rarely used for predicting stock prices in 

Indonesia. We use accuracy techniques in evaluating the classification model. 

2. Materials and Methods

Several studies have been conducted in the application 

of statistical learning in the stock market domain. The use of the bootstrap method 

is modified with Random Forest to predict the direction of the movement of stock 

index prices (Kim & Han, 2016). Training sets are generated by a modified 
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bootstrap considering the impact of response variables simultaneously and applied 

in a random forest. The data used is the Korea composite stock price index with 

the variable close price, open price, high price, low price, trading volume, and 

training amount.

A hierarchical Deep Neural Network (DNN) is a method that can be 

applied to predict stock market returns.  A study applying this method had been 

conducted to predict the stock market returns within the next five minutes 

(Lachiheb & Gouider, 2018). The data used were the main index of the Tunisian 

stock market (TUNINDEX) with the variables of TUNINDEX current value, 

Number of up direction stocks, Number of down direction stocks, Number of 

unchanged stocks, and Total stock values in Tunisian dinars. Other research that 

uses DNN is a large comprehensive data analysis process to predict the daily 

return direction of the S&P 500 SPDR ETF (ticker symbol: SPY) based on 60 

financial and economic features (Zhong & Enke, 2019).

The approach of a cross-sectional statistical estimation model for selecting 

stocks on the Chinese stock market allows investors to identify stocks that are 

likely to perform well and to build a suitable portfolio (Wu, Chen, Xu, He, & 

Tindall, 2019). The data used is sourced from the Shanghai Composite Index.

Predicting stock market prices using Fuzzy Metagraph (FM) based on 

stock market decision making, classification, and prediction are proposed for 

short-term investors from the Indian stock market (Anbalagan & Maheswari, 

2015). Simple Moving Average (SMA), Exponential Moving Average (EMA), 

Moving Average Convergence Divergence (MACD), and Relative Strength Index 
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(RSI) are some technical indicators that are used as input to train an integrated 

system with Fuzzy Meta graph. The data used in the Indian stock market data is 

the Bombay Stock Exchange (BSE).

Artificial Neural Network (ANN) is a method in machine learning that can 

be applied for prediction and classification. Implementation of ANN back-

propagation is used to predict the closing price of the S & P 500 stock 

exchange. Historical data consists of five variables, such as open, high, low, close, 

and volume.  

The Adaptive Neuro-Fuzzy Inference System (ANFIS) method is used to 

determine the Jakarta Composite Index (JCI) value movement. This study 

provides two outputs, namely prediction results and classification results based on 

several relative error values. The classification method used is Fuzzy Kernel C-

Means (Fanita & Rustam, 2018).

This research is done to classify and predict the daily return of the stock 

market in Indonesia. The undertaken method  in this research can be seen in 

Figure 1. 

Step 1 : Collecting CSPI data from the Indonesia Composite Index through the 

Yahoo Finance web.

Step 2: Calculating the market stock daily return value from the data collected in 

step 1 using the formula :

     (1)

Step 3: Pre-processing data by handling the missing valuesand excessive data 

from the data-set.             
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Step 4: Making sure that the training data-set is larger compared to the test 

set. The training data-set is taken from 2015 to 2018 data, while the test 

data-set is taken from 2019 data.             

Step 5: Applying the ensemble Boosting Regression Tree (BoosRT).          

Step 6: Analyzing the results of the ensemble model performance in terms of its 

accuracy, memory, accuracy, and specificity.

2.1.  Boosted Regression Tree (BoosRT)

Boosted Regression Tree (BoosRT) models are a combination of two 

techniques: decision tree algorithms and boosting methods (Shin, 2015). In these 

algorithms, the BoosRT approximates the function (𝑥) as an preservative growth 

of the base learner  :

       (2)

A single study cannot predict enough using training data, so we must use 

the lowest residuals to improve predictive performance. BoosRT uses an iterative 

algorithm, soevery iteration 𝑚, and a new regression tree.  The formula to 

predict a separate constant value is:

       (3)

where 𝑦𝑙𝑚 = mean 𝑥𝑖 ∈𝑅𝑙𝑚 (𝑦𝑖𝑚) is the mean of pseudo-residuals the 𝑚th 

iteration :

       (4)

After that the approximation obtained will be updated with the following equation

        (5)

 Where
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  (6)

BoosRT algorithm for the generalized boosting of regression trees are:

a) Initialize (𝑥), 𝐹0(𝑥) = arg minΥ ∑𝑁𝑖−1 Ψ(𝑦𝑖, 𝛾).

b) For 𝑚=1 to 𝑀 do

c) From the full training dataset, select a subset randomly,

      (7)

d) Fit the base learner

     (8)

e) Update model for the current iteration,

    (9)

f) Choose a gradient descent step size as

   (10)

g) Update the estimate of (𝑥) as

   (11)

2.2. Performance Evaluation 

The performance of the classification model can be measured by counting 

the number of classes that were predicted correctly (true positive), the predicted 

numbers that were not included in the class and were true (true negative), and 

those that were wrongly predicted (false positive or false negative). The 

formulation of accuracy, precision, and recall is used in this study using the 

following formula:

   (12)
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     (13)

     (14)

Where,  tp = true positive, tn =  true negative, fp = false positive, and fn =  false 

negative.

3. Results and Discussion

3.1. Result 

The daily return stock market classification using the ensemble method is 

implemented using R. Some of the libraries contained in R are tools for statistical 

analysis and can also be used to create models with classification 

techniques (Gareth James, Daniela Witten, Trevor Hastie, 2013),(Rosadi, 2017).  

The data-set used in this study is JCI, PT Bank Negara Indonesia (Persero) Tbk, 

PT Perusahaan Perkebunan London Sumatra Indonesia Tbk, PT Unilever 

Indonesia Tbk, PT Astra International Tbk, PT Bank Mandiri (Persero) Tbk, and 

PT Hanjaya Mandala Sampoerna Tbk. The daily data were collected from 

the Jakarta Composite Index via the Yahoo Finance website.  IHSG data were 

collected from December 25, 2014 to December 25, 2019. A data frame with 1193 

observations s on the following nine variables, such as:

Year: The year that the data was recorded

X1: return value at t-1

X2: return value at t-2

X3: return value at t-3

X4: return value at t-4
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X5: return value at t-5

Volume: Volume of shares traded (number of daily shares traded in 

billions)

Today: return value at today (t)

Direction: the label Down and Up, indicating that the market had a 

positive or negative return on a given day.

The observation data taken from Yahoo Finance consists of 7 (seven) 

variables such as Date, Open, High, Low, Close, Adj Close, and Volume. In pre-

processing data, we will process the values in the observation data into a return 

value. The return value is calculated by using the close price value in the observed 

data.  The results of return value based on observation data is shown in table.1:
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The return value of a day becomes the label Direction, which indicating 

the market had a positive (Up) or negative (Down) return on a given day. The 

distribution of JKSE return value for 2015-2019 can be seen in figure.2.

We compared the performance of the BoosRT method with the Logistic 

Regression, Linear Discriminant Analysis (LDA), Quadratic Discriminant 

Analysis (QDA), k-Nearest Neighbors( kNN), and Naive Bayes methods.

The performance of the proposed method is validated by comparing it in 

terms of its accuracy, recall, precision, and specificity. The analysis is done by 

taking different proportions of tests and training. In conducting the training, data 

from 2015 to 2018 were used, as many as 951 data. Data testing used data from 

2019, as many as 242 data.

Table 1 shows the results of the accuracy, recall, precision, and specificity 

of the classification method, where the BoosRT methods as ensemble 

methods. While the other method is the classical method.

Figure 2 shows the level of accuracy, recall, precision, and specificity of 

each method used in the JCI daily data between 2015 and 2019.  

This ensemble method is also tested on other data sets, such as:

a) PT Kimia Farma (Persero) Tbk, produces and sells medicines and their

derivative products.

b) PT Bank Negara Indonesia (Persero) Tbk, provides various banking products

and services in Indonesia.

c) PT Perusahaan Perkebunan London Sumatra Indonesia Tbk, a plantation

business in Indonesia.
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d) PT Unilever Indonesia Tbk, engages in manufacturing, marketing, and

distribution of consumer goods.

e) PT Astra International Tbk, together with its subsidiaries, engages in the

automotive and financial services in Indonesia.

f) PT Indofarma (Persero) Tbk,  manufactures and markets generic, over the

counter, and branded generic drugs in Indonesia.

g) PT Hanjaya Mandala Sampoerna Tbk,  manufactures and trades cigarettes in

Indonesia.

h) PT Telekomunikasi Indonesia Tbk, provides telecommunications,

information, media, and edutainment services worldwide.

We used the stock market data from these companies because their shares 

greatly affect JCI. This data set is taken from a model that has been formed. Table 

3 shows the results of the accuracy, recall, precision, and specificity of the 

BoosRT classification method. 

 3.2. Discussion

In the first experiment we used IHSG data, it appeared that the logistic 

regression method had an accuracy of 54.32% or had 100-54, 3 2 = 47.8% 

training error rate. By removing variables that were not very influential in the 

formation of logistic regression models, an effective model was obtained. The 

accuracy level of 54.32% was the highest level of accuracy obtained by using very 

influential variables in the direction prediction.

The use of the Linear Discriminant Analysis (LDA) method did not 

significantly differ its accuracy with the Logistic Regression method. The LDA 
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method had an accuracy rate of 54.48%.  Likewise, with the QDA method, it only 

had an accuracy rate of 1% better than the logistic regression and LDA methods.

For kNN method, the models created are used in the data testing. The level 

of accuracy achieved were 65 % with k = 2. This model was better than LDA and 

QDA. In using this method, we tried k values from 1 to 15. When k = 2 the 

experiment achieved the highest accuracy values. 

Training data using the Naïve Bayes method turned out to have a better 

level of accuracy when applied to test data, compared to the previous method. The 

accuracy of this method was 77 % or  12 %  better for training error.

Moreover, by using the ensemble method called BoosRT, it had an 

accuracy rate of 82 %. This is significant for stock market data, which is known to 

be very difficult to be predicted accurately. It shows that the model assumed by 

BoosRT can capture the relationship between variables more accurately than the 

previously used method.

In the second experiment we used the BoosRT method on the return value 

of eight companies, such as PT Bank Negara Indonesia (Persero) Tbk, PT 

Perusahaan Perkebunan London Sumatra Indonesia Tbk, PT Unilever Indonesia 

Tbk, PT Astra International Tbk, PT Bank Mandiri (Persero) Tbk, and T Hanjaya 

Mandala Sampoerna Tbk. The results of the classification using ensemble models 

that have been obtained on 8 (eight) data sets showed an accuracy level of 76% to 

82%. The average level of accuracy of the data set tested using the BoosRT model 

was 80.4%. The average recall from the model was 79.2%, which means that the 

success rate of the model in finding information had a better performance. The 
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average precision model of 77.6% means that the level of prediction matches the 

data. It also meand that the model has a good performance. From the 

measurement of accuracy, recall, and precision, the BoosRT model used has a 

better average than the logistic Regression, LDA, QDA, kNN, or Naïve Bayes 

methods. This shows that the ensemble model using the BossRT model is stable to 

be used in different data sets. The accuracy of the BoosRT model in the test data 

set can be seen in figure.4. 

In this study, we use the return value in the past five days as a feature. This 

feature considers that the stock price may be affected by stock movements from a 

few preceding days. This feature makes it easy for a new investor to predict the 

value of shares. Our research's use of features is different from research conducted 

by (Jyothirmayee et al., 2019) using the random forest method; they use the data 

feature taken from Yahoo Finance. It will be a weakness of the model because the 

prediction will only consider the stock's movement on the previous day to lower 

the accuracy value.

Besides, a study by (Nayak et al., 2016) shows that the use of features and 

stock value also should considers the sentiment analysis of the company. It will 

not be easy for a new investor in deciding to buy shares if he has ti know the 

company's sentiment analysis.

The limitation of this study is that it only uses five return value variables 

and does not pay attention to the socio-political and security conditions that occur 

in Indonesia which also affect the stock market performance.
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5. Conclusions

According to the experiments, the ensemble method has a high accuracy 

(82%).  It is significant for stock market data, which is known to be difficult to 

model accurately. It shows that the model assumed by BoosRT can capture the 

relationship between variables more accurately than the method used before. The 

classification using ensemble models have been obtained on the other data set.  

The model has shown an accuracy level of 76% to 82%. It shows that the 

ensemble model using the BossRT model is stable to be used and generalized in 

different data sets. 

The policy implications in this study can use from two sides, investors and 

companies. For investors, predictions of the stock price can determine their 

investment strategy. It will relate to the rate of return they expect in investing. For 

companies, this prediction will be considered for the company to determine 

policies related to the company's stock price.
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Table 1. Data Observation

Date Open High Low Close

Sep 05, 2019 6,294.28 6,307.35 6,281.95 6,306.80

Sep 06, 2019 6,329.41 6,336.91 6,305.02 6,308.95

Sep 09, 2019 6,328.28 6,333.90 6,306.74 6,326.21

Sep 10, 2019 6,331.73 6,342.01 6,311.34 6,336.67

Sep 11, 2019 6,334.59 6,381.95 6,328.69 6,381.95

Sep 12, 2019 6,399.00 6,414.48 6,337.52 6,342.17

Sep 13, 2019 6,369.42 6,375.80 6,318.92 6,334.84

Sep 16, 2019 6,262.29 6,266.14 6,193.51 6,219.44

Sep 17, 2019 6,215.24 6,240.35 6,205.30 6,236.69

Table 2. Evaluation of Classification Methods

Metode Accuracy Recall Precision

Logistic Regression 0.54 0.14 0.61

Linear Discriminant Analysis (LDA) 0.54 0.16 0.52

Quadratic Discriminant Analysis (QDA) 0.55 0.52 0.51

kNN 0.65 0.63 0.62

Naïve Bayes 0.77 0.76 0.77

BoosRT 0.82 0.83 0.71
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Table 3. Ensemble Classification With the other Data Set

Data Set Accuracy Recall Precision 

PT Kimia Farma (Persero) Tbk 0,76 0,77 0,73

PT Bank Negara Indonesia 

(Persero) Tbk

0,81 0,97 0,73

PT Perusahaan Perkebunan 

London Sumatra Indonesia Tbk

0,79 0,81 0,70

PT Unilever Indonesia Tbk 0,82 0.83 0,81

PT Astra International Tbk 0,82 0,59 0,96

PT Indofarma (Persero) Tbk 0,8 0,71 0,82

PT Hanjaya Mandala Sampoerna 

Tbk

0,82 0,84 0,71

PT Telkom 0,78 0,74 0,76
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Figure 1. Steps were taken in the research

Figure 2. Return Value Today of JKSE 2015-2019

Figure 3. Analysis of Classification Methods with JKSE Data Set

Figure 4. Model accuracy in other data set 
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Figure 1. Steps were taken in the research

Figure 2. Return Value Today of JKSE 2015-2019
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Figure 3. Analysis of Classification Methods with JKSE Data Set

Figure 4. Model accuracy in other data set
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Abstract 

Stock price movements in Indonesia are measured using indices, one of which is the Composite Stock Price Index 

(CSPI). CSPI is a stock index that measures a combination of all shares from various sectors listed on the Indonesia Stock 

Exchange. 

The ensemble method is to build predictive models by combining the strengths of the classical classification method. In 

this research, the purpose of ensemble based on Boosting for Regression appeared to enhance simple tree analysis and deals with 

some of the weaknesses found in uncomplicated techniques. The ensemble tree combines the prediction values of many simple 

trees into a single prediction value. Based on the experiments that have been carried out, the ensemble method proved to have a 

better accuracy rate, which amounted to 82%.   It is assumed that the ensemble model can obtain the relationships between 

variables that are more precise than the previous model. 

Keywords: ensemble method, stock market returns, classification 

1. Introduction

Stock is one of the most popular financial market 

instruments. Stock can be interpreted as a sign of capital 

participation of a person or party (business entity) in 

a company or limited liability company (“PT Bursa Efek 

Indonesia,” n.d.). Share price movements in Indonesia are 

measured using indices, one of which is the Composite Stock 

Price Index (CSPI). CSPI is a stock index that measures a 

combination of all shares from various sectors listed on the 

Indonesia Stock Exchange. Investors usually use parameters 

in the CSPI to read price developments and make a reference 

to the portfolio. 

A stock market index is a measurement of the value 

of a part of the stock market. It is often used to describe 

market aggregate trends that will be predicted by a basic 

financial issue. Such stochastic value-share is very difficult to 

predict (Bruni, 2017). The difficulty in predicting the return of 

shares purchased by investors means that an investor is still 

guessing about the returns that investors will obtain in the 

future. There are four approaches used in predicting stock 

price movements such as technical analysis (Sedighi, 

Mohammadi, Fard, & Sedighi, 2019), fundamental analysis 

(Miralles-Quirós, Miralles-Quirós, & Oliveira, 2017), 

traditional time series forecasting (Park, Lee, & Lee, 2019), 

and statistical or machine learning methods (Kim & Han, 

2016). 

Statistical learning refers to a set of tools for 

modeling and understanding complex data sets. Statistical 

learning is a newly developed area in statistics and integrated 

with parallel developments in computer science and, in 

particular, machine learning (Gareth James, Daniela Witten, 

Trevor Hastie, 2013).  Predictive modeling using data-sets is 

one of the tasks in statistical learning. An approach to predict 

the qualitative response is a process known as 

classification. Classification is the attribution of labels to 

notes according to criteria that are automatically learned from 

a series of labeled record training. 

Some classical classification algorithms are widely 

used today (Trevor Hastie, Robert Tibshirani, 2017) such as 
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Linear Discriminant Analysis, Logistic Regression (Gündüz, 

Çataltepe, & Yaslan, 2017) (Shah, Ismail, & Bin Shahrin, 

2019), K-Nearest Neighbors (Tanuwijaya & Hansun, 2019), 

Naïve Bayes (Marianto & Maruddani, 2020), Support Vector 

Machines (Selakov, Cvijetinović, Milović, Mellon, & Bekut, 

2014), and Trees (Sitorus & Tarihoran, 2018). However, using 

a relatively small amount of data in stock market data, models 

built with Linear Discriminant Analysis, Logistic Regression, 

K-Nearest Neighbors, Naive Bayes, and Tress will easily

over-fit. Their variance also tends to increase. Thus, it has an

impact on the low accuracy achieved.

In making predictions for the daily stock return 

market, an appropriate method is needed to produce an 

accurate model. Classification using the Random Forests 

method in the study of Jyothirmayee et al. (2019), and the 

boosting process in the research of Nayak, Pai, & Pai (2016), 

have provided a slightly better level of accuracy compared to 

previous classical methods. These methods are also called 

ensemble methods. They can improve the accuracy of 

prediction models formed. However, in their research, they 

used analytical sentiment variables that would be difficult for 

new investors. The idea of ensemble learning is to build 

predictive models by combining the strengths of classical 

classification methods (Trevor Hastie, Robert Tibshirani, 

2017).  

In this study, we aim to predict daily stock market 

returns in the movement of the stock Jakarta Composite 

Index (JCI). We also use the most regulated daily share price, 

such as PT Bank Negara Indonesia (Persero) Tbk, PT 

Perusahaan Perkebunan London Sumatra Indonesia Tbk, PT 

Unilever Indonesia Tbk, PT Astra International Tbk, PT Bank 

Mandiri (Persero) Tbk, and PT Hanjaya Mandala Sampoerna 

Tbk. To predict the daily stock market, we use the Boosted 

Regression Tree (Boost RT) method. Besides, we also made 

comparisons with other classical methods such as LDA, 

Logistic regression, KNN, and Naïve Bayes. 

The contributions of our study is the use of simple 

features, only by calculating the stock closing price's return 

value from the five previous days. The classification method 

that we use is the Boosted Regression Tree (BoostRT) 

method, which is an ensemble method that combines the 

Boosting method and the Decision Tree method. This method 

is rarely used for predicting stock prices in Indonesia. We use 

accuracy techniques in evaluating the classification model. 

2. Materials and Methods

Several studies have been conducted in the 

application of statistical learning in the stock market domain. 

The use of the bootstrap method is modified with Random 

Forest to predict the direction of the movement of stock index 

prices (Kim & Han, 2016). Training sets are generated by a 

modified bootstrap considering the impact of response 

variables simultaneously and applied in a random forest. The 

data used are the Korea composite stock price index with the 

variable close price, open price, high price, low price, trading 

volume, and training amount. 

A hierarchical Deep Neural Network (DNN) is a 

method that can be applied to predict stock market returns.  A 

study applying this method had been conducted to predict the 

stock market returns within the next five minutes (Lachiheb & 

Gouider, 2018). The data used were the main index of the 

Tunisian stock market (TUNINDEX) with the variables of 

TUNINDEX current value, Number of up direction stocks, 

Number of down direction stocks, Number of unchanged 

stocks, and Total stock values in Tunisian dinars. Other 

research that uses DNN is a large comprehensive data analysis 

process to predict the daily return direction of the S&P 500 

SPDR ETF (ticker symbol: SPY) based on 60 financial and 

economic features (Zhong & Enke, 2019). 

The approach of a cross-sectional statistical 

estimation model for selecting stocks on the Chinese stock 

market allows investors to identify stocks that are likely to 

perform well and to build a suitable portfolio (Wu, Chen, Xu, 

He, & Tindall, 2019). The data used are sourced from the 

Shanghai Composite Index. 

Predicting stock market prices using Fuzzy 

Metagraph (FM) based on stock market decision making, 

classification, and prediction are proposed for short-term 

investors from the Indian stock market (Anbalagan & 

Maheswari, 2015). Simple Moving Average (SMA), 

Exponential Moving Average (EMA), Moving Average 

Convergence Divergence (MACD), and Relative Strength 

Index (RSI) are some technical indicators that are used as 

input to train an integrated system with Fuzzy Meta graph. 

The data used in the Indian stock market data are from the 

Bombay Stock Exchange (BSE). 

Artificial Neural Network (ANN) is a method in 

machine learning that can be applied for prediction and 

classification. Implementation of ANN back-propagation is 

used to predict the closing price of the S & P 500 stock 

exchange. Historical data consist of five variables, namely 

open, high, low, close, and volume. 

The Adaptive Neuro-Fuzzy Inference System 

(ANFIS) method is used to determine the Jakarta Composite 

Index (JCI) value movement. This study provides two outputs, 

namely prediction results and classification results based on 

several relative error values. The classification method used is 

Fuzzy Kernel C-Means (Fanita & Rustam, 2018). 

This research is done to classify and predict the 

daily return of the stock market in Indonesia. The method 

undertaken in this research can be seen in Figure 1. 

Step 1: Collecting CSPI data from the Indonesia Composite 

Index through the Yahoo Finance web. 

Step 2: Calculating the market stock daily return value from 

the data collected in step 1 using the formula: 

Return Value = 
Currentvalue - Originalvalue x 100 (1) 

Originalvalue 

Step 3: Pre-processing data by handling the missing valuesand 

excessive data from the data-set. 

Step 4: Making sure that the training data-set is larger 

compared to the test set. The training data-set 

is taken from 2015 to 2018 data, while the test data-

set is taken from 2019 data. 

Step 5: Applying the ensemble Boosting Regression Tree 

(BoosRT). 

Step 6: Analyzing the results of the ensemble model 

performance in terms of its accuracy, memory, 

accuracy, and specificity. 
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Figure 1. Steps under taken in the research

2.1 Boosted Regression Tree (BoosRT) 

Boosted Regression Tree (BoosRT) models are a 

combination of two techniques: decision tree algorithms and 

boosting methods (Shin, 2015). In these algorithms, the 

BoosRT approximates the function (𝑥) as preservative growth 

of the base learner: 

 (2) 

A single study cannot predict enough using training 

data, so we must use the lowest residuals to improve 

predictive performance. BoosRT uses an iterative algorithm, 

so every iteration 𝑚, and a new regression tree.  The formula 

to predict a separate constant value is: 

 (3) 

where 𝑦𝑙𝑚 = mean 𝑥𝑖 ∈𝑅𝑙𝑚 (𝑦̃𝑖𝑚) is the mean of pseudo-

residuals the 𝑚th iteration: 

 (4) 

After that the approximation obtained will be updated with the 

following equation 

  (5)

 Where 

   (6) 

BoosRT algorithm for the generalized boosting of regression 

trees are: 

a) Initialize (𝑥), 𝐹0(𝑥) = arg minΥ ∑𝑁𝑖−1 Ψ(𝑦𝑖, 𝛾).

b) For 𝑚=1 to 𝑀 do

c) From the full training dataset, select a subset randomly,

 (7) 

d) Fit the base learner

    (8) 

e) Update model for the current iteration,

    (9) 

f) Choose a gradient descent step size as

 (10) 

g) Update the estimate of (𝑥) as

 (11) 

2.2. Performance evaluation 

The performance of the classification model can be 

measured by counting the number of classes that were 

predicted correctly (true positive), the predicted numbers that 

were not included in the class and were true (true negative), 

and those that were wrongly predicted (false positive or false 

negative). The formulation of accuracy, precision, and recall 

is used in this study using the following formula: 

 (12) 

 (13) 

 (14) 

where, tp = true positive, tn = true negative, fp = false 

positive, and fn = false negative. 

3. Results and Discussion

3.1. Results 

The daily return stock market classification using 

the ensemble method is implemented using R. Some of the 

libraries contained in R are tools for statistical analysis and 

can also be used to create models with classification 

techniques (James, Witten, & Hastie, 2013), (Rosadi, 2017). 

The data-sets used in this study are JCI, PT Bank Negara 

Indonesia (Persero) Tbk, PT Perusahaan Perkebunan London 

Sumatra Indonesia Tbk, PT Unilever Indonesia Tbk, PT Astra 

International Tbk, PT Bank Mandiri (Persero) Tbk, and PT 

Hanjaya Mandala Sampoerna Tbk. The daily data were 

collected from the Jakarta Composite Index via the Yahoo 

Finance website.  IHSG data were collected from December 
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25, 2014 to December 25, 2019. A data frame with 1193 

observations comprises the following nine variables, namely: 

Year: The year that the data was recorded 

X1: return value at t-1 

X2: return value at t-2 

X3: return value at t-3 

X4: return value at t-4 

X5: return value at t-5 

Volume: Volume of shares traded (number of daily 

shares traded in billions) 

Today: return value at today (t) 

Direction: the label Down and Up, indicating that 

the market had a positive or negative return on a given day. 

The observation data taken from Yahoo Finance 

consists of 7 (seven) variables: Date, Open, High, Low, Close, 

Adj Close, and Volume. In pre-processing data, we will 

process the values in the observation data into a return value. 

The return value is calculated by using the close price value in 

the observed data.  The results of return value based on 

observation data is shown in Table 1. 

The return value of a day becomes the label 

Direction, which indicating the market had a positive (Up) or 

negative (Down) return on a given day. The distribution of 

JKSE return value for 2015-2019 can be seen in Figure 2. 

We compared the performance of the BoosRT 

method with the Logistic Regression, Linear Discriminant 

Analysis (LDA), Quadratic Discriminant Analysis (QDA), k-

Nearest Neighbors( kNN), and Naive Bayes methods. 

The performance of the proposed method is 

validated by comparing it in terms of its accuracy, recall, 

precision, and specificity. The analysis is done by taking 

different proportions of tests and training. In conducting the 

training, data from 2015 to 2018 were used, as many as 951 

data. Data testing used data from 2019, as many as 242 data. 

Table 1 shows the results of the accuracy, recall, 

precision, and specificity of the classification method, where 

the BoosRT methods as ensemble methods. While the other 

method is the classical method. 

Figure 2 shows the level of accuracy, recall, 

precision, and specificity of each method used in the JCI daily 

data between 2015 and 2019.   

Table 1. Data observation 

Date Open High Low Close 

Sep 05, 2019 6,294.28 6,307.35 6,281.95 6,306.80 

Sep 06, 2019 6,329.41 6,336.91 6,305.02 6,308.95 

Sep 09, 2019 6,328.28 6,333.90 6,306.74 6,326.21 
Sep 10, 2019 6,331.73 6,342.01 6,311.34 6,336.67 

Sep 11, 2019 6,334.59 6,381.95 6,328.69 6,381.95 

Sep 12, 2019 6,399.00 6,414.48 6,337.52 6,342.17 
Sep 13, 2019 6,369.42 6,375.80 6,318.92 6,334.84 

Sep 16, 2019 6,262.29 6,266.14 6,193.51 6,219.44 

Sep 17, 2019 6,215.24 6,240.35 6,205.30 6,236.69 

Figure 2. Return value today of JKSE 2015-2019 

This ensemble method is also tested on other data 

sets, such as: 

a) PT Kimia Farma (Persero) Tbk, produces and sells

medicines and their derivative products.

b) PT Bank Negara Indonesia (Persero) Tbk, provides

various banking products and services in Indonesia.

c) PT Perusahaan Perkebunan London Sumatra Indonesia

Tbk, a plantation business in Indonesia.

d) PT Unilever Indonesia Tbk, engages in manufacturing,

marketing, and distribution of consumer goods.

e) PT Astra International Tbk, together with its subsidiaries,

engages in the automotive and financial services in

Indonesia.

f) PT Indofarma (Persero) Tbk, manufactures and markets

generic, over the counter, and branded generic drugs in

Indonesia.

g) PT Hanjaya Mandala Sampoerna Tbk, manufactures and

trades cigarettes in Indonesia.

h) PT Telekomunikasi Indonesia Tbk, provides 

telecommunications, information, media, and 

edutainment services worldwide. 

We used the stock market data from these 

companies because their shares greatly affect JCI. This data 

set is taken from a model that has been formed. Table 3 shows 

the results of the accuracy, recall, precision, and specificity of 

the BoosRT classification method.  

 3.2 Discussion 

In the first experiment we used IHSG data; it 

appeared that the logistic regression method had an accuracy 

of 54.32% or had 100-54, 3 2 = 47.8% training error rate. By 

removing variables that were not very influential in the 
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Table 2. Evaluation of classification methods 

 

Methods Accuracy Recall Precision 

    

Logistic Regression 0.54 0.14 0.61 

Linear Discriminant Analysis 
(LDA) 

0.54 0.16 0.52 

Quadratic Discriminant 

Analysis (QDA) 

0.55 0.52 0.51 

kNN 0.65 0.63 0.62 

Naïve Bayes 0.77 0.76 0.77 

BoosRT 0.82 0.83 0.71 
    

 
Table 3. Ensemble classification with the other data set 

 

Data set Accuracy Recall Precision 

    

PT Kimia Farma (Persero) 
Tbk 

0,76 0,77 0,73 

PT Bank Negara Indonesia 

(Persero) Tbk 

0,81 0,97 0,73 

PT Perusahaan Perkebunan 

London Sumatra Indonesia 

Tbk 

0,79 0,81 0,70 

PT Unilever Indonesia Tbk 0,82 0.83 0,81 

PT Astra International Tbk 0,82 0,59 0,96 

PT Indofarma (Persero) Tbk 0,8 0,71 0,82 
PT Hanjaya Mandala 

Sampoerna Tbk 

0,82 0,84 0,71 

PT Telkom 0,78 0,74 0,76 
    

 

formation of logistic regression models, an effective model 

was obtained. The accuracy level of 54.32% was the highest 

level of accuracy obtained by using very influential variables 

in the direction prediction. 

The use of the Linear Discriminant Analysis (LDA) 

method did not significantly differ in accuracy compared with 

the Logistic Regression method. The LDA method had an 

accuracy rate of 54.48%.  Likewise, the QDA method had an 

accuracy rate only 1% better than the Logistic Regression and 

LDA methods. 

For kNN method, the models created were used in 

the data testing. The level of accuracy achieved was 

65 % with k = 2. This model was better than LDA and QDA. 

In using this method, we tried k values from 1 to 15. When k 

= 2 the experiment achieved the highest accuracy values.  

Training data using the Naïve Bayes method turned 

out to have a better level of accuracy when applied to test 

data, compared to the previous method. The accuracy of this 

method was 77 %, or 12 % better for training error. 

Moreover, by using the ensemble method called 

BoosRT, it had an accuracy rate of 82 %. This is significant 

for stock market data, which is known to be very difficult to 

be predicted accurately. It shows that the model assumed by 

BoosRT can capture the relationship between variables more 

accurately than the previously used methods. 

In the second experiment we used the BoosRT 

method on the return value of eight companies, namely PT 

Bank Negara Indonesia (Persero) Tbk, PT Perusahaan 

Perkebunan London Sumatra Indonesia Tbk, PT Unilever 

Indonesia Tbk, PT Astra International Tbk, PT Bank Mandiri 

(Persero) Tbk, and T Hanjaya Mandala Sampoerna Tbk. The 

results of the classification using ensemble models that have 

been obtained on 8 (eight) data sets showed an accuracy level 

of 76% to 82%. The average level of accuracy of the data set 

tested using the BoosRT model was 80.4%. The average recall 

from the model was 79.2%, which means that the success rate 

of the model in finding information had a better performance. 

The average precision model of 77.6% means that the level of 

prediction matches the data. It also means that the model has a 

good performance. From the measurement of accuracy, recall, 

and precision, the BoosRT model used had a better average 

than the logistic Regression, LDA, QDA, kNN, or Naïve 

Bayes methods. This shows that the ensemble model using the 

BossRT model is stable to be used in different data sets. The 

accuracy of the BoosRT model in the test data set can be seen 

in Figure 4.  

In this study, we used the return value in the past 

five days as a feature. This feature considers that the stock 

price may be affected by stock movements from a few 

preceding days. This feature makes it easy for a new investor 

to predict the value of shares. Our research's use of features is 

different from research conducted by Jyothirmayee et al. 

(2019) using the random forest method; they used the data 

feature taken from Yahoo Finance. It is a weakness of the 

model because the prediction only considers the stock's 

movement on the previous day to lower accuracy. 

Besides, a study by Nayak et al. (2016), shows that 

the use of features and stock value should also consider the 

sentiment analysis of the company. It will not be easy for a 

new investor in deciding to buy shares if he has to know the 

company's sentiment analysis. 

The limitation of this study is that it uses only five 

return value variables and does not pay attention to the socio-

political and security conditions that occur in Indonesia which 

also affect the stock market performance. 

 

5. Conclusions 
 

According to the experiments, the ensemble method 

has a high accuracy (82%).  It is significant for stock market 

data, which is known to be difficult to model accurately. It 

shows that the model assumed by BoosRT can capture the 

relationship between variables more accurately than the 

methods used before. The classification using ensemble 

models had been obtained on the other data sets.  The model 

has shown an accuracy level of 76% to 82%. It shows that the 

ensemble model using the BossRT model is stable to be used 

and generalized in different data sets.  
 

 
 

Figure 3. Analysis of classification methods with JKSE data set 
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Figure 4. Model accuracy in other data sets 

 

The policy implications in this study can use from 

two sides, investors and companies. For investors, predictions 

of the stock price can determine their investment strategy. It 

will relate to the rate of return they expect in investing. For 

companies, this prediction will be considered for the company 

to determine policies related to the company's stock price. 
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